
A Two-Opt Collective-Communication Method for
Low-Latency Random Network Topologies

Ke Cui
School of Multidisciplinary Sciences

The Graduate University for Advanced Studies
2-1-2, Hitotsubashi, Chiyoda-ku, Tokyo, Japan 101-8430

cuike@nii.ac.jp

Michihiro Koibuchi
Information Systems Architecture Science Research Division

National Institute of Informatics
2-1-2, Hitotsubashi, Chiyoda-ku, Tokyo, Japan 101-8430

koibuchi@nii.ac.jp

Abstract—Random network topologies have been proposed as
low-latency network for parallel-computing systems. Although
their unicast routing algorithms have been well researched,
collective communication methods that consist of a large number
of unicasts are not well optimized for random network topologies.
In this study, we apply a two-opt method to collective communica-
tion on random network topologies. It attempts to minimize the
execution time of collective communication. Simulation results
interestingly show that our collective communication using the
two-opt operation outperforms by up to 15% in terms of network
latency the existing topology-agnostic collective communications
that attempt to minimize the number of network contentions and
those used in MPI implementations.

Index Terms—Collective communication, random network
topology, interconnection network, high performance computing
(HPC)

I. INTRODUCTION

The communication latency is one of performance bottle-
necks for large parallel systems. Today’s large supercomputers
have hundreds of thousands of compute nodes, and the latency
in the communication affects the overall performance of the
system. To reduce the communication latency, the network
topology of a parallel system should have low diameter and
low average shortest path length (ASPL). However, a few
network topologies, i.e. fat tree, torus, Dragonfly [1], [2], [3],
have been used to interconnect compute nodes in parallel-
computing systems. They have large ASPLs than the theoret-
ical lower bounds for a given pair of nodes and degree [4]. In
this context, random network topology has been considered
for obtaining low diameter and low ASPL [5], so applying
random network topology to parallel systems would improve
system performance.

There are a large number of studies on unicast routing
algorithms on arbitrary network topologies that include ran-
dom network topologies [6]. However, collective communi-
cations are not well considered for random network topolo-
gies. Since collective communications are frequently used in
parallel programs such as FFT(Fast Fourier Transformation)
and CG(Conjugate Gradient) [7], they sometimes dominate
the execution times of the parallel programs.

In this study, we apply the two-opt method to the collective-
communication operation — broadcast. The broadcast op-
eration has been defined in the message passing interface

(MPI) standard. According to the definition of MPI, broadcast
operation MPI Bcast(void* buffer, int count, MPI Datatype
datatype, int root, MPI Comm comm) broadcasts a message
from the rank-root process to all processes of the group, itself
included. [8]

There are many studies to implement those collective
communication operations to improve the performance by
considering the message length [9] or network topologies [10].
In the real product, MPICH2 [11] implements the broadcast
and reduce operation by binomial tree algorithm for short
messages. Through this work, we follow MPICH2 implemen-
tation as default: broadcast operation relies on the binomial
tree algorithm. For binomial tree algorithm of broadcast, the
root sends data to node (root + (N/2)), N is the number of
nodes. This node and the root then act as new roots within
their own subtrees and recursively continue this algorithm.
The total communication takes log⌈N⌉ steps [9]. However,
they are not well optimized in terms of ASPLs of unicasts
that form a binomial tree.

Our main concern is to minimize the low ASPLs of unicasts
that form a binomial tree on random network topologies.
In this context, we apply the two-opt method to minimize
the ASPLs of the unicasts. Then, we perform the broadcast
operation and compare the execution time, if the execution
time of broadcast operation which applied 2-opt method is
smaller, it shows that 2-opt method can minimize the ASPLs.
We pick up two unicasts that form the multicast, then swap
the endpoints of two unicast source-destination pairs if the
multicast algorithm can be completed and if the ASPLs
become lower in this operation. Repeat the procedure until the
ASPLs of unicasts cannot be smaller in the moderate number
of attempts.

Our main contribution in this work is:

• The SimGrid event-discrete simulation results show that
the collective communication operations optimized by the
two-opt method reduced by 15% the execution time when
compared to those used in MPICH2.

The rest of this paper is organized as follows. Background
information and related work are discussed in Section II. Sec-
tion III describes the details apply two-opt method to optimize
collective communication. Section IV presents our evaluation
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including simulation settings and experiment results. Section V
concludes with a summary of our findings in this paper.

II. EXISTING COLLECTIVE COMMUNICATIONS

A. Hardware-, path- and unicast-based Multicast Techniques

Collective communications are implemented by multicast
techniques. Hardware-, path-, and unicast-based multicast
techniques are typical methods for multicasts in interconnec-
tion networks [12]. Hardware multicasts duplicate packets at
an intermediate switch for a multicast. Since it reduces the
aggregate packet hop counts in a multicast, it efficiently sends
data to multiple destinations. A path-based multicast sends
data along a path that includes all destinations, and thus
requires an efficient multicast-path search, e.g., Hamiltonian
cycle for broadcast.

Current conventional network products, such as InfiniBand,
do not always support hardware- and path-based multicast
techniques. In this work, we assume to use unicast-based
multicasts for collective communications.

B. Optimization for Collective Communications

There are a large number of optimization methods for
collective communication. Some optimization methods of col-
lective communication were proposed by given a specific
network topology. For example, an optimal broadcasting was
proposed over hypercube network [13], and contention-free
multicast algorithms were proposed on nCUBE-2 hypercube
and 2-D mesh network [14]. The study in [12] proved that
it is impossible to avoid contention channels in arbitrary
irregular networks, and it proposed multicast algorithms to
reduce the number of channel contentions. The optimization
also had been done on supercomputer BlueGene/L with 3-
D torus topology [15]. There are also many optimization
methods of collective communication for heterogeneous HPC
platform. The study in [10], [16] proposed a topology-aware
algorithm to improve the performance of collective commu-
nication operations for large scale InfiniBand clusters. An
optimization of collective communication was proposed by
considering message length or number of nodes, in popular
MPI implementation MPICH2 [11], available algorithm will
be chosen by message length [10].

However, the existing optimization of collective commu-
nication is not optimized for random topologies in terms of
ASPLs of unicasts that form a collective communication.

III. TWO-OPT COLLECTIVE-COMMUNICATION METHOD

The 2-opt method was first proposed at 1958 to solve
traveling salesman problem [17]. We apply the two-opt method
for optimization of collective communications on random
network topologies as follows.

We use the notation x → y, x ̸= y to denote a unicast from
node x to node y. Let U = {ni → nj |ni ̸= nj , ni, nj ∈ N}
stand for the set consisting of all of the unicasts that form the
target collective communication operation.

The objective function is the total execution time of the
target collective communication operation. Another candidate

of the objective function is the total number of path hops of the
unicasts in U , however, in this study we use more “precise”
measure: the total execution time.

The following procedure attempts to minimize its value.
The method proceeds in three steps. In the first step, start
with a conventional unicast-based multicast technique that
provide U , and compute the value of the objective function
for U . In the second step, randomly pick two unicasts,
na → ni, ni → nb|na ̸= ni ̸= nb, na, nb ∈ S, from
N . Then, swap the endpoints of the two unicasts in U ,
nc → nj , nj → nd|nc ̸= nj ̸= nd, nc, nd ∈ N . Compute the
objective function for the new U . If its value becomes larger,
then cancel this swapping. Repeat the second step until the
objective function cannot be smaller in the moderate number
of attempts.

To improve the efficiency of optimization, we can select
more than two unicasts, then randomly swap the endpoints
of those unicasts simultaneously, then compare the elapsed
time of broadcast operation rather than the number of hops.
In the first step, do the broadcast operation and then we can
get the elapsed time. In the second step, select more than
two unicasts, randomly swap the endpoints of those unicasts
simultaneously, do broadcast operation and record the elapsed
time, if the elapsed time becomes lager, then cancel those
swapping. Repeat the second step until the elapsed time cannot
be smaller.

Figure 1 shows the example of the behavior of the two-
opt method on broadcast operation. We randomly pick up 2
nodes ni and nj , then inverse the index of nodes between node
ni and nj , according to the binomial algorithm of MPICH2,
this operation swap several endpoints of unicasts, so it can
improve the speed to reduce U . Then do broadcast operation,
if the elapsed time becomes smaller, it shows 2-opt method
reduce U . Repeat the last step 1000 times until the elapsed
time can not be smaller.

IV. PERFORMANCE EVALUATIONS

In this section we use discrete-event simulation to evaluate
the performance of test MPI programs using the collective
communication.

A. Methodology

We use the SimGrid simulation framework (v3.12) [18].
SimGrid implements validated simulation models, is scalable,
and makes it possible to simulate the execution of unmodified
parallel applications that use the Message Passing Interface
(MPI) [19].

We use a shortest-path routing, i.e. Dijkstra’s algorithm.
Each switch has a 100 nsec delay. Switches and hosts are
interconnected together via links with 100 Gbps bandwidth.
Each host has 100 GFlops. We configure simgrid to utilize
its built-in version of the MPICH2 implementation of MPI
collective communications [11].

In the evaluation, we attempt to swap endpoints of uni-
cast 1,000 times in the two-opt collective communication.
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Figure 1. 2-opt method on binomial tree algorithm of Broadcast
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Figure 2. MPI Bcast (message size = 64KB).

We apply the two-opt collective communication to broadcast
operation, and we measure their execution time.

We simulate the programs that simply replace each MPI
function 100 times, and we assume the flat MPI model.
To implement the two-opt, we replace an MPI collective-
communication functions with a number of MPI unicasts in
the program considered in the evaluation.

B. Results

1) Network Size: The Figure 2 shows the elapsed time of
broadcast operation for the MPICH2 and 2-opt method on
random network. The y-axis represents the elapsed time and
x-axis represents the network size. The network size is the
number of switches, each switch has 1 host, and each host has
1 cores, the degree of network size is 8. We set the network
size as 64, 128, 256, 512 separately and always set the message
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Figure 3. MPI Bcast (64 switches).
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Figure 4. MPI Bcast (64 switches, 8 degree, 4 cores).

length as 64KB. As Figure 2 shows, the elapsed time of
broadcast which applied 2-opt method has better performance
than MPICH2. When network size is 64, the performance
has been improved about 5%, but when networks is 512, the
performance has been improved about 20%.

2) Message Length: The Figure 3 shows the elapsed time
of broadcast operation for the MPICH2 and 2-opt method on
random network. The y-axis represents the elapsed time and
x-axis represents the message length. We set the network size
is 64, each switch has 4 host, and each host has 4 cores, the
degree of network size is 8. We set the message length as
64KB, 128KB, 256KB, 512KB and 1MB. As Figure 3 shows,
the elapsed time of broadcast which applied 2-opt method
also has better performance than MPICH2. Performance has
increased by an average of 4%.

3) Number of Compute Nodes per Switch and Cores per
Node: The Figure 4 shows the elapsed time of broadcast
operation for the MPICH2 and 2-opt method on random
network. The y-axis represents the elapsed time and x-axis
represents the number of compute nodes per switch. We set
the network size is 64 and each host has 4 cores, the degree of
network size is 8. We set the compute nodes per switch as 1,
2, 4 and 8. As Figure 4 shows, when the number of computer
nodes per switch is 1, the performance has been improved
about 40%, but when number of computer nodes per switch
is 8, the performance has been improved about 2%.

The Figure 5 shows the relationship between cores per node
and the elapsed time of broadcast. The y-axis represents the
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Figure 5. MPI Bcast (64 switches, 8 degree, 4 nodes).
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Figure 6. MPI Bcast (64 switches, 4 nodes, 4 cores).

elapsed time and x-axis represents the number of cores per
node. We set the network size is 64, each switch has 4 host,
the degree of network size is 8. We set the number of cores as
1, 2, 4, 8, 16. As Figure 5 shows, when the number of cores per
node increased, the elapsed time becomes lager, but broadcast
applied 2-opt method has huge performance improvement.

4) Switch Degree: The Figure 6 shows the relationship
between the degree of network and the elapsed time. The
y-axis represents the elapsed time and x-axis represents the
degree. We set the network size is 64, each switch has 4
host, and each host has 4 cores, the message length is 64KB.
We set the number of degree as 4, 6, 8, 12, 16. As Figure 6
shows, when the degree increased, the elapsed time becomes
smaller, and the broadcast applied 2-opt method always has
better performance.

V. CONCLUSIONS

In this paper we evaluated the performance of broadcast op-
eration of MPICH2 and the broadcast operation which applied
2-opt method. The results shows that the 2-opt method can
dramatically improve the performance of broadcast operation.
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